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Historical context

On the menu
Curie-Weiss model The toolbox

Lessons from simple models

x aW



Physics of glasses

Temperature
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“Melting transition”



Physics of glasses

“Arrhenius law” 

τ ∝ eΔE



J. W. Gibbs 
(1839)



Physics of glasses

Temperature “Liquid”

“Glass”



Physics of glasses



“They make it possible to understand and 
describe many different and apparently 

entirely random materials and 
phenomena, not only in physics but also 

in other, very different areas, such as 
mathematics, biology, neuroscience and 

machine learning.”

Giorgio Parisi



“They make it possible to understand and 
describe many different and apparently 

entirely random materials and 
phenomena, not only in physics but also 

in other, very different areas, such as 
mathematics, biology, neuroscience and 

machine learning.”

“Talagrand used his knowledge of 
statistics and probability to prove 

limits on how spin glass matter can 
behave, and thereby completed 

the proof of Giorgio Parisi’s Nobel 
Prize winning work (2021).”

Giorgio Parisi Michel Talagrand

2010



Other type of “glasses”
Traveling salesman problem: 


“Given a list of cities and the distances between each pair of 
cities, what is the shortest possible route that visits each city 

exactly once and returns to the origin city?” 



1983
Simulated annealing

S. Kirkpatrick C.D.  Gelatt M.P. Vecchi



1982
The Hopfield Model
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1985
The Hopfield Model

D. Amit H. Gutfreund H. Sompolinsky
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And they were not alone…

"Only physicists were interested in 
neural networks at the time [...] My 

professional life truly shifted in 
February 1985 during a physics 

symposium in Les Houches, in the 
French Alps. There, I met the crème de 

la crème of international research 
interested in neural networks and 

gave my very first talk (in English!).”

From “Quand la Machine Apprend”

1985



And they were not alone…

From “Data Mining History: The 
Invention of Support Vector 

Machines”

I benchmarked neural networks against 
kernel methods with my Ph.D advisors Gerard 
Dreyfus and Leon Personnaz. The same year, 

two physicists working close-by (Marc Mezard 
& Werner Krauth) published a paper on an 
optimal margin algorithm called 'minover,' 

which attracted my attention…. but it was not 
until I joined Bell Labs that I put things 

together and we created support vector 
machines.

1985



1987
The Perceptron

c.f. [Cover 1967]
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1992
Benign overfitting



1991
Double descent



1995



1995


